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Mt is the storehouse to which incoming language production is compared for v
.neaning. : . ' < )

» The strUEtune of semantic memory, or how verbal concepts are held in mem- 5
ory, must be understood before the'qpestions of retrieVal and access (comparison)
can even be broached. Two modeis of the st;ucture oé semantic memory, the ) -

A

'the recent researchers in this area.

/
*nent as the "contro?‘ for subject's representations of concepts in memory.

. . ¥ - ) \
target category. To this end, 'we have constructed a fictitious hierarchical

' ., ! -~ . '
) ,//// A CRITJCAL COMPARISON OF THE NETWORK.AND . « : !
e FEATURE COMPARISON MODELS OF SEMANTIC MEMORY .

1

Introduction A 2. ,

» d '\
: . In the research 1iteFature long-term memory is typically divided into

two categor1es--ep1sod1c and semant1c Episodic memory deals with an individ-
ual's unique, picturb-]ike record’of.persona] life experiences. Semantid mem-
ory retains words, their meanings and re?erénts, the nelationships that hold

among words and thi‘nples for manipulating words (Tulying & Dpnaldson, 1972,:
' |

_p. 382-403). Thus, semaptic memory isTam integral part of all language.use.

feature-comparison mode] and the network model, claim the allegiance of most of
1Y

“

work test1ng the utility of these two models has' neve-~ adequate]y cdntro]]ed
> V

Cfor past associations between ‘the st1mu1us and category‘1tems presented in'

experiments. Research testJng the network mdehas relied on 1ntu1t1ve Judg-

;

Those testing the feature-comparison model have used multiple scaling techn1ques

13 o e ‘

for th1§ purpose.

It is our positipn that neither model can be carefully tested'w1thout more

\

rigorous cpntro] of subject's past assoc1ations between a stimulus and its

.

system of interrelated concepts that are not grounded in the pasts of any of
our.'subjects. The system of concepts we designed was constructed to meet” the

theqny'testing demands of both the ‘feature-comparison and the network model.

i -
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Stimulus-category pairings were.set-up to test the predictive utility of
both models.. o ‘ : L

Literature Review--Feature Comparison Model : ’ . \

Feature-companison proponents (Bock, 1976; Rips, Shob2n and Smith, 1975;
Rips, Smith and Shoben,'1975; Shooen 1976; and Smith, Shoben and Rips, 1974)
assume that.an item's'meaning is held in memory as a set of semantic featuresh
These features'fit into two classes: characteristic features and defining
features.l Characteristic features are_typical of an item but\not essential
for its description (e.g. given the question: "Is a robin a bird?",-a char:
acteristic feature of both robins and birds‘is'that they can fly. Mest, but
not all, birds can fly.) Defining features are necessarz for the inclusion |

of an item(jn a category (e.g. a robin has feathers and all birds have feathers)

S v v

‘As outlined by Smith, et. al. (1974), the feature-conpar1son mode 1ncor-'
porates two, sequentfai stages of comparison. In,stage I, both characteristic
and- defining feathres of an item’are conpared-to‘thexcharaigsrisitc and defin!ng
features of the target category. If both the characteristic.and defining
features of both the item and category are judged “sufﬁ1c1ent1y" (th1s word ' ’
is never exp]icit]y defined) {imilar or disS1m14ar a dec1s1on of membership -
or nonmembersh1p is 1mmed1ate1y made. °‘If there 1s some, tut nat an_ over-
whelming, similarity or d1ss1mr1ar1ty between the’ features of an 1teh\~nd the

features -of. its category, then the second-stage of semantwc memory must decide

_ for inctusion or non1nc\usion. In th1s second stage al def1n1ng features,

. R |
but no characteristic featurgs, are comgared. After stage I1 a def1n1te dec1s1on

is made . . b

~

Although_ the major1ty of -research test1ng this mode] has been supportive

(Rips, et; -al. 1975), a recent study\by Ho]yoak and G]ass (1975) produced °.

: f1ng1ngs contrary to those pred1cted by the feature- compar1son mode] As pre--

vibus]y stated the featute- compar1son model predicts that twd items very

-

similar in terms of their character1st1c features but not in terms of their

AN .' 4 . P .
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defining fé}tures, would dctivate the second stage of processing and that

a comparison of two items that were substantially different would pot activate

. stage II processing. Glass _and Holyoak (1975) found the opposite to be true.

vanamnn

“tn

.These contradictions cou]d be mere]yva funct1on of the mode] s d1ff1cu1ty 1n

.

exper1ment.

LITERATURE REVIEW - NETWORK MODEL OF SEMANTIL MEMORY

o

Network model adherents (Collins and Loftus, 1975; ;and, Collins and QuiTtian,

1969; 1970) poétu]atelthaﬁ semantic memory is conpr1sed of a network of h1er-'

-

N ‘ .
of items and their ascendingly’ more general classes are assumed to be stored

-

" archically arranged super:;dinpte and subgrdinate semantic nodés. Properties

.
i

at only one node ik the hieracrchy. ' . \

When a stimulus item is presented to a subject, a specific semantic rode

is activated. The act1vat1on then spreads to related nodes w1th an .intensity

/ ~

that d1m1n1shes as it moves away from the or1g1na1 node in the semant1c hier- "’

a®hy. The subject's reaction time (RT) for stimulus/category relations that °
are true (e.g. Is a chnary an animal?) ts directly related to the number of
seﬁqntic nodes 'a st1mu1us must pass through prior to the final comparison nogde
(can> -bird-an1m91). Given a false_comparison 1nstance Does a canary have .
gi]]s?) a searéh.a]ong a tfiterial'nunber of paths 1s’init{ated until é]l-have ‘
*been e;bjusted without a true indicant. 0n1y after the subject has rejected
"aly" (n?re Colltns and Quillian, 1969, are vague) paths does he respond fa]se.z

! [

T::i/the RT for fa]se statenents 1s "long but b1gh1y variable" (Co]11ns and

//Q {11%an, 1969). As w1th the semantic -feature model, the unknown nunber of

past associations (nodes to cross and paths to exhaust).presents a major

"problem to this researdr.' | ). ’ K .

Collips and-Quillian (1975) attempted to finally resolve the feature com-

parison-model vs. network model controversyz That these attempts were n6t

successful 1s evidenced by the ongoing’ debat aﬁd ‘further research in th1s area

) -
e . " Jd : »
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(Bock Wb, Shoben; 1976). L -, é
Shoben (1976) commented that any viable theony of semantic membry must o

account for 1nd1quua1 nean1ngs (past assoc1at1qns) of words. The purpose

- of this study is to provide an,empirical framework by which past'associations .
’ . ,
= . ' can be controlled.. Thereby, the assumptions of each model can be given a fair

) .
- ‘s
. ‘ v

test.
. . To control for a subject's past associations 6f word meanings, we have . ‘\\

_ Created.a fictitious category systeﬁ for which our subjects can have no past
[ 4
associations. By so dojng, the number and meaning of defining and character-

istic features of an item (feature comparison model) and the number of accessible

;Sementic nodes (network model) can both be held constamt. »

- . .

This experiment was designed to determine which of the two semantic memory

, models would best predict RT. True and false propositional statements were
written such that each theory made different predictions for the same proposi-
tional statement. ’

‘METHODS

' - o . Y
Subjects: Fourteen subjects were used in this experifient, seven male and

. seven female. They ranged in age from.l19 years to 26 years. ~All subjects
. » ‘ . , =
participated to fulfill a class requirement. Although the number of subjects

- used is small, it exceeds that of the eight persoh subject pool used by Collins
PN — - ‘ .
and Quillian, (1969). ' T / ‘ . N
N . ’ \ L4
' Materials: A hierarchical category system of mythical an'meﬂs f’ another

.

, planet was constructed and embedded 1n a story concernzng'the surv1va1 of the

‘crew of a ‘downed space craft. The characterist1cs and defining features-of the

. .

_mythical an1maﬁi were enuherated in the story and ass1gned to d1fferent hier-

. &

- archical 1eve1$§b Essent1a1ly, the subjects .in their ro]es of downed spacemen
were to]d they needed to'know the d1fferent an1maIs and tReir propert1es in

order to eat--and to avoid being eaten. The an1ma1 names were nonsense words

-

of the type consonipt-vowe]-consonant and consonant-vowe]-consonant-consonant. .

Q ('» . N . N ' ) ‘
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“entire. story

" relationships and set-property re]atiohships

the type "A Pif is a Zok."

-

"Six conditions covered false set-set and set-property conditioﬁs.‘

.The features were descriptive' easily understood, English words.

Table I _

~-prov1des this 1nformation in abbrev1ated form Appendix D provides the

i}

TABLE 1
. > ' 20K o
: o * Hard skeletons : i
* Larger than human beings -
* Can move . ” '
* MIB -~ . TUZ " FLOT
N ' ‘ R
* k type of Zok * * A type of Zok N '  * A typé of Zok .
* Orange backs * Orange backs * spiny-backed -
* angular * smooth-arced contours * angular
* Tive in trees *_live in caves * live in forests
* very aggressive * friendly . * avoid people
* eat flesh- ' * eat vegetafion ' * eat flesh
* edible * nonedible . * edible N
Pif ! : Pram , . Ruc
L
* A type of Mib * A type of Tuz e A type of Flot
* bYue-bellied * red-bellied .+, * striped sides
* square body “* round hody P * black bady
* *

moves {0 lazy swings * move in skips run gracefully

l:Uk SE“( Nar
* A type of Tuz
*:ipurple-bellied
* oval-shaped body '
* jump from place to place

A type of Mib
Pink-bellied"
rectangular body
moves in quick jumps

*-A type of Flot .
* dottes sides
* transparent body
¢ waddle slowly

* * * *

One-hundred-seven propositional statements were devised te test set-set

.

The set-set statements were of
Set property statements were of the type "A Mib is
edible."
of the proposit1ona1 statements were false. The propos1t1ona}-statements_yere
constructed following the procegures of Co]ljn§ and Quillian (1969). x; ,“
fhe 107 propositiénal'statementétwere divided,intu'17 exgerimentai poﬁ-

ditions.
' “This dif-
ference in number of categories is inherent in the deslgh es'it is iﬁbossib]e
to write false propositiona]lstatements”aboyt the most inclusive.set in tpe

y . :

. 2
. .
( .
»
. . . /~
~ ‘ &
. . .

Sixty-eight of the propos1t1ona1 statements were true and thirty -nine

Eleven conditians covered true set-set and set-prbperty relationships.
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hierarchy.
- Both the network quel'and the feature-comparison mcde] muue predicttons
(often.contradictory) about the propositiéha] statéments as we had written-
them " Smith et . (1974) used the same conditions by wh1ch we set-up our
category schema with one exception -- they p1d not prec1se1y-spec1fy tha nunber
" of character1st1c and def1n1ng features shared by different jtems.in the sets
In the present study, in wh1Fh we crgated the features rather than relying on
subject{s pre-eiistind memories, the number of like and unlike features were
identified a priori. From this scale of similarity (e.g. 1/5 of fegtures

shared, 2/5 of features shared, etc.), that degree of similarity necessary to

force the execution of stage II processing (as explained by the feature-comparison

mode1) could hopefully be identified. .
Apparatus: The propositional statenents were typéd on 4" x 6" p1a1n white cards
and presented using a tachistoscope The exper1menter pushed a button which
simu]taneously 111um1nated the card for the subject ahd started a d1g1ta1 clock
accurate to 1/10,000 of a!second Once the subject had decided whether the

_propositional statement was true or false he pushed a response button which
indicated his choice and simultaneously stopped the clock. Reaction time (RT)
calculations are extreme]y accurate when recorded'usﬁhg a tachistoscope in this
manner. For this reason, tachistoscopes are often preferred to Cathoderay tuhe
(CRT) displays in this type of experimental design (Lindsay ‘& Norman, p. 310).”
Procedures: The subjects ;ere instructed to,read the story about the an?%a]
kingdom of the-alien planet and to be very fam111ar with the materials for a
nennry test. SupJects were given five days to»interna11ze the stimu]us informa-

- tion. The experimenters did not provide the subJects with any spec1f1c memor-

ﬁzat16n~strategy: Subjects_were allowed to memorize the informatton in any way
they desired. . ' ‘

,A]l'subjects were required—to meet a criterion level of knowledgeableness

[

about the information given ih the story. Subjects were asked to respond tJ% //‘

ERIC . 8.
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a " R verbally—presented prop051t1ona1 statements simﬂa’ to” those use_)n the.

K

)
, Y07 test sentences. A1l subjects demonstrated the know]edgeableness cr1ter1on v

" within the samé period of time (approximatew ten minutes). After meetmg ‘
the cr1tér1on subJects rested f1v; minutes before\respondmg to the tachisto-

scope presentations of the s.té_temeniz..s“,m.almed.m.telx..nmon(..t.g.u.thec_tlmes..test.,-.m....M.c:m;

. - \ :
\ "~ . . subjects were given & ten-statement presEntation warmup to familiarize them

with the tachistoscope and their response buttons. . ) ) .
Présenting the propos1t1ona1 statements requ1r@d agproxmate]y f1fty , K

m1n0tes Th1s included a-ten minute rest piuse ha]f—way through the test.

,
. The order of statement gresentatwn was der1ved from a random numbers tab]e

This order Was reversed for one-half of-the suqJects to cance] poss1b1e pr1’m1ng

- effectss The procedures presented 1n this section were derived from those
used /

Smith, Shoben and Rips, (1974) and by Collins and Quillian (1969).

’ Resu]ts ) *

’

- Table 2 presents'_obtained mean reaction times (FiTs) for'each of the.seven- L
’ teen categorie's (see Table 2). The obtained RTs were compared’between.categories;
. ' fol]owmg pred1ct1o/\i from Both the Network model anﬁ the Feature Comparison '
- model. The t- test was used to compare obta1ned RTs across categories The
- p=.05 significance,leve] was used for. all stat1st1ca1 analysis. -

Network Model Predi ctiogns ) ‘\
f < .

The Network model makes clear predictions for true set-set and true set-

. ' -
- property relationships as a function of distance in the network hierarchy. [\s

.

distance between the semantic nodes in the hierarchy increases, RT #s expected

, to increase. For exampleg the RT fdr $45-Sq, true re1at10nsh1'ps should be faster
o |
trerelationships. No difference between RTs 1s pred1cted be-

" than RT for éo-sz
. tween set-set or’ set p‘erty refationships wheré the semant1c nodes are equi-

_ d1stant in the hierarchy. The ‘Network model” predicts that' false re]at1onsh1ps "
-wi]]\.gener_ate RTs that are longer and more variable than RTs for true comparisons.

oo ~ Table 3 presen.ts the directional "predictions of‘the N,et'wor.k model between

Q [/ ‘ '
ERIC | ; 19




. o TABLE 2" - ")
| Catqgory ’ ~RT Categor.‘y ‘ ' RT' *
oSSy True T - 206 ' SpeSy False |, ! a4 . &
. {. S0-Sp  True « 31 ; $1-S1 EB]sq T -3285 R \,

Sélsé“mf:;z““mufuwfumf;g;6m"“m.ﬁ“mggiégum;;{;;t"m«u SRS :
$1-P2 True 2030 S;-P1 False 3435
So-P2 True .2039 So-Po True - e 380 | - ‘, (
51-Sp - True 2104 Sg-P1 Tete 3666 o
S0-S2 True 2234 - Sg-Py ‘False U .!

” - 30-S1 True - 2986 éO'PO False 4 .4326‘ ' ) ., 1
S1-P1 True 3097 | g

Sp=lok - Sq=Mib, Tuz, or Flot  Sg=Pf, Luk, Pram, Selk, Ruc, MNar

Po= property sto}ep at level So 51= property stored at level $;
. 4 “ A ,

*

A Pp= property stored at. level S S ' )
: ST | ‘
-. ‘ ;
T - true set-set.categories:(see Table 3%. - ' . ,
v v ° ' ‘ ’ ‘ H “
It is important to notice that the first six predictions that support the

\ ] o
Network model may be explained by .pattern recognition (e.q. a Zok is a Zok) as

well as by a hierarchical memory ‘structure depeh&ent on cognitive economy (storing
propertigg at only one level in the hierarchy). Those tests we felt were critical-
tests of the Network -model are: 1)'RT for Sg-S1-is less than RT for So-S2, and

2J RT fbn $1-Sp is less ihanﬁij for 5p-Sp. In the first ‘instance our data )

. . ]
contraindicated this prediction. In the-second instance the prediction was not

2 supported at b-.OS.
(} ' .
Table 4 presents the directional predictions of the Network m#8el between
. \ L .
true set-property categories (see Table 4). ‘
n ) . ‘ ‘ , 'l
8. 10 - -
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. | - _ TABLE 3 ,
'Category'l " RT nPrédtction )' -RT Category 2 Statistical
. , ) . : Belationship
. 56_50 True . ' L1311 is less thon' .2986;mw""sﬂnsiemlnuemwNTTmmLz"mmmmm«mm
' SoSo True 131 s less than 2234 S0-5 True lx
| “51-51‘1TrUf . ,1206 - is ‘less thaoz .2986 N Sp-S1 frue" ' s
: 31-21 True - .1206 is ‘less the; *.2104 ' $1- 52 True D
‘ " SpSp True . .'.1530 is less than . %2234  S¢-Sp Tree ,
Sp'S;- Trie 1530, s less than 2104 $-Sp* True * ‘
" sgeSy - True L2986 is Tess than 2234 -5y Tryee *
$1-S; True 2106 is less than Q@ 2234 S0-S2 True .
,S1°S2 True . .2104 s less than 2234 Sg-Sp; Trye e
" %= difference in Mean RTs sigotffcant at p= .05 ' j’ " I
#= difference 16 Meén RTs hsigm‘fiéant‘at‘p= ;05 contrarz‘ tgﬁf)redict‘ion,\
= d1fference in Mean RTs not s1gn1f1cant at' p= .05 ¢ \
. \ (see Appendix A for ‘t- test computat1ons)

. 3 . ‘ . LN \ 6é
. " As Tab]e 4 shows, resu]ts supported pred1ctions on]iqefght times
at p=.05.1 Ip three of the e1ght tests e pred1ct1ons were contra1nd1cated at.
’ p=.05. Four of the eight tests generfted no support at p=.05.
~ ) -

Tab]e 5 reports False,categories compared with the corresponding true '
categories (see Table 5). . ’ ' ¢ . o " ‘
Although Network pred1ct1ons :Lre suoported at p=.05 only one of the four
tyge R 1n every conpar1son the Mean RTs for false categc:1es was greater than
,fthecMedn RT of the correspond1qg True category

Feature Comparison Model Predictions

”

The Feature Comparison model predicts increases in Mean RTs as a fuynction
of "sufficiént similarity or dissimilarity between an item and its category."
. ) w -, ' ’ -, ‘l

O ‘ { . . ‘. o . ’
ERIC - 11 '
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TABLE 4: : . - v
' L4 . - . L 4
- . . -~ «
Category 1 -RT.. . _ Prediction .RT Category 2 Statistical
. AN .o L e Relationship
' CoeM T ' ) : i - . Ve
So-Po’, True 4‘3490 ™ is tels than . 3666 Sg-Pt True . @
N . gk . N ' t o .
So Po True ‘g' ,3490 ;. is less than . . 2039 Sp-Pp True: = *
Sﬂ:E& Frue v »~§66€{. is Jess than .2039° ' SQ-PZ iIrue - #
US1-P1 True . .3097 s less than 2030 Sy-Py True #
S1-Py True  ©.3097 s MWsstha’  .3666 . Sp-Py True .
S1-Pp True 2030 - is less than ' 2089  ~Sg-P, True 0
So-Py True” 4986 is less 'than .2030 $1-Py  True . Q,
S2-Py Tree .1986 i¢ less than 209 Sp-Pp True 8.’
*= d1fference in Me4$ 519h1f1cant at p= .05 _ o -
/ -~ ‘- .- ¥

. #¥= d1fference in Mean RTs s1gn1fftant at p=.05 contrary to pred1ct1ons

L

\

—

@= d1fference in Mean Rts not s1gnzf1cant at p=. 05. . ,
( see Append1x B for t- test computat1ons) - .
¢ " . , . - )
.- .TABLE 5 .- , :
- . . - i /
Category - RT " Prediction * Category " RT &atis&a]
4 , . [ /}‘O . P --Relationship
SoPO  True ,.3890 - —is less than SoPp Falsé  .4326 *
5091 True - . 3666 _ishlesé than SOP1 False .3714 ' @
K2 ) . S .
S1P1 True - .3097 “is less than S1py Fafse  .3435 @
o D . F . - .. .
5051 True +.2986 is less than  SpS7 False .3241 e )’
*= difference in Mean RTs ngntficant at p=.05 ' X
@= d1fference in Mean RAZ not s1gn1f1cant Bt p=.05 .~ - -
vt b}

(see, Appendix C for t-test computation)

A

R . )

e




-

g

L3

3

v

. | ‘ o _:ﬁ_ R B . S
Those 1tems which shy‘e aH/:che properties of its category ar: reflected 1n'_

vary fast RTs Igms wh1ch share no prqpert1es with 1ts target catégory also

gehérate fast RTs. Anb1guous 1nstances~_(e.g. is. a bat a bitd?) should_be

'-{eflected in relatwe]y long RTs.. =~ . . L

’

To test. the Feature Conpar1son model we categorued the data ‘ -
‘as a function of properties shared between an item and its target categor_y’

Because of the construct1on of the stimulus item, only false relat1onsh1ps

could be tested . on this cont1nuum of imi e

feelltms should be noted

-and.consrdered.a 11m1tat1on of. the re¢sult ffable 6 presents the data
relevant to testing ‘the feature comparisoﬂ' mdde] (see able 6) __\/
| TABLE 6
_Variable (i/3) where i= shared-properties. .. > RT
N . and j="unshared properties N T <
Variable 1 (3/9) , ‘ ‘ . L8
Variable.2 (4/8),- S . N
Variable 3+(5/7) - é’ . ) N
' w, - . ‘o L ¢ “— N
. Variab®™ 4 (4/4) . ‘ S , . .3285
' Variable 5 (5/3)- ‘ - . L D L3182
. Var1~ab1e~ 6 (3/ 5) Y. . - L -3693
\mriable 7 {9/3). 8 S C ' ( .- 3297

of
. In no compamsons d1d the d1fference in Mean RTs offer suppor't for Feature

‘COW&Y‘iSOn predict1ons at p=. 05. K . - .

Discussion 7, .o . Vo e -

-

As’outh‘ned in the results section. our data supported neither theory in-

the most essential of the. tests run Thus, in'the crit'aal‘lcomparison of the

) two theories, ne1ther can be said (from our data) t'o~be more useful than the
r—‘

;A erly explanat1on for our results (i.e. cont;rary to pred1ct1o

models) 1s that the st1mu1us mater1a1 was very dtfferent from that us
Y

! ’ - ’ l

o

. other. R ) 4 ‘ _ ’))‘ -
) n‘\bot'h“
oWy -

- 1( . * 1
-« . . . . .
J. 3 - % . ot
’ .
.
* n v . .
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Collins and Quillian, (1969)"and Rips, et al. (1975). If this explanation
. L : .
e i§ accurate, then semantic memory may be structured partly by the message

received and partly by tﬁé,qommqnicative setfing in which the meSsage is

transnﬁtted These structuring components are not part of either. the Network

¢i' . model or the-Feature comparison mode] . ) -
v - Feature Comparison arid Network models both postuiate semantit memory

‘ ’ as funtt1on1ng be]ow the level of.conscious awareness. For much of the

y : ;2£9rmat1on that we hold in semant1c memory, th1s assumption may well be Va11d

gifficult to trace-a conscious component of méaging. assigmation to "Please

.

+  pass the salt."

v R & 3

However, all of our information and message exchanges are not so context-

4

- free. It is our position that people use éonséious‘strategies for ‘the pro- |

cessing and recall of cer;ain messages. This contention is supported in the

3§ work of DeVilliers (19747 and Cofer (1977). ;
S ‘ ) . ,
. Réturning toan interpretation oflgur'results, our subject's semantic

memory for the information may reflect conscious awareness in at least three
&

\.
&

: areas: - (1) The structure of the message (1 e. how the informatjon 1s inter-
connected), (2) external processing cues or message atterusors (e g. exper-

imenter's instructions about how to process the message), and (3) subject's

P 4
internal processing strategies that they consciously employed. v
- -’Evidence for the effect of external messagg structure comes in part from
. ) o .

thé subject's post-test comments bn the experimeq?i Thineen.of the fourteen

subjects reported that.they drew tree-diagrams Eim;}ar to the structure sug- ]
" » ' gested by the Network model. The way the story was written (paragraphs indi-
| vidually devoted fo the varioug families of‘i;ijtures) may have Helped the

'subject's organ the information in this wa ) . . ,
Externa; processing cues were similar in some ways to those wsed in the °

© past studies reviewed. 'Message.receivers were instructed that they would be

. tested on a given body of information and to1d to do well on the test. Ihi%?
' Y

14 . o S

Ed
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~°

’
{

1.'uite well the contention that active, conscious strategie: play a part in.

i 13- ' : 0 L '

request by "the experinenter may.have caused the subjectsi "‘to employ a strategy

that wou]d 1nsure a correci response. Sp1ro (1975) and Cofer | 1977ﬂiargue

*

- 1
that explicit instructions to process 1nformat1on for a memory exper1ment

tauses subjects to insolate the stimulus message from other memory struqtures.

MY LT .
This isolation may affect, semantic memory. .
. i . ,\ .
Several subjects reported that they consciously tsed recall strategies
. / !
for the experiment. Most obvious was pattern recognition. In every fhstance )

where the subject term matched the predicate term (e.g. A'Zok is .a Zok) sub-

-

jects imMediately responded true as would Be expected.

A secoﬁd’étrategy employed was one of inclusiveness. Subjects reported
. A
that if a Zok could move and all creatures were Zoks then all creatures could

move; An inclusiveness strategy effettive]y expldins many of the results con-

trgry to those Gf the Network m?def} ‘ | )
- Finally, subJects may have used a’ category scann1ng strategy -A; tﬁg

number of propert1es/that descr1bed a gtven test quest1on 1ncreased, the RT ‘ i

a]so increased. . ' , '- A

Given that this andlysis 1s post hpd the conc]us1ons graphed beﬂow are////
tentative in nature (see Graph 1). Nonetheless, we feel that the data support
structuring semantic-tnformation in memory. As shown pattern‘matching is clearly v
th% best strategy. Inclusiveness is also effective and explains yel] the
resu]ts that contradicted the Network predictjonsf Category size'also appears
to impact the resu]g} slightly ; in general as category size increases,‘RT

inCreases. o : ‘
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Graph 1 (refer td’ Table 2 for ngtat1on)
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MEAN RT in Seconds - -

1 2 3

§51-51(m) 1206

l -

s ! . * .

|JPatt:eV'n

.:Matching

So-So(T)y_-1311 -
$5-52(T) _.1530

l§tra;egy )

S]-PZ(T) :2030

*m BN , ! .
" . i Inclusiveness

Sp-Pp(T) _-2039.

. o | Strategy

§,-53{T) _.2104

B 50-Sy(T) _.2234

\ $5-$;(T) _.2986

$1-51(T) .-.3097

So-S1(F) 3241

EGORIES ARRANGED

51-51(F) ..3285

T

SeSg-So(F) _.3403
S1-P1(F) _.3436

So-Po(T) _.3490

,Sg-P4(T) 3666

So-Py(F) _.3714

’

SO{PO(F) .4326

-

/8

-
.43

Category
Scanning
Strategy
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In sumﬁary, semantjc'memory--the matrix to which incoming messages ...
are compsred for meaning--seems to be influanced by: (1) the form that
the nessaée'takes, (2) .cues external to thé‘messagé as presented by the

éommunicappr (e.g. contradictory'honVerba1 cues), and (3) ways £hat pé0p1e
. consciously order the messages they receive és,a func%jon~bf the‘contékt

“ in which they are communicaiing (e.qg. the meaning-of “re]?aBi]ity“ is

.

e

different in a conversation between two methodologists as compared to the
. . ‘cohverﬁation between a,paperboy and a subscriber). Further research is need
v w - # - . 1 »
to better determine the active, conscious role of the individual as he og

she is etgaged in the use of language. ¢ 7 -

. ‘ . ’ 1
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(S0-S)--(50-57)

(So-S0)--(So0-S2)
-~ (81-51)--(50-57)
(Slfsl)'j(S]-Sg)

(S2-52)--($1-5).

(SO;S]')--(S()-SZ,)

(51-52 )“"'."ﬁo-gz )

»

e (SQ'PO )"(SO-PO )

_ APRENDIX A

’

‘t-tests for TABLE 3

:(52-52)-:{5“@2) o

25,65

't=5.03 df=13  -p=:000
t=-4.07 df=13.  p=.001
t=5.14, '-qf={3 - p=.000.
t=-4.34  df=13  "p=.001
.t=2:83 T d13 . p=014 .
t=3:32 T df=1; | p=.008
t=2.83 . df=13 . p=.014
t=2.6]; df=13 'p=.021
APPENDIX B

t t-tests for TABLE 4

t=7.15 ° d%=13 p=.000
t=9.19 df=13 . p=.000
t=4,49,  df=13~  p=.00]
‘t=2:51 . df=13  p=.026
. w

APPENDIX C
t-tests for TABLE'5

DF=13

13

4

LS
v

2-tail prob=.

000

» /1
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‘/ oo e Appaumxn - R |
oy . LAST DRYS ON CORINTHIAN  °, L e
e C A“d as the cloud Of rust-red*dust engulfed the tiny spaceship cutt1ng

. X

*, .,',‘ . off further :ﬁ:o contact, Cruise Contro] m DaHas heard these c]osing words
"Mounta1ns, yess and r1v‘, the air seems breathab]e but the 11ght--

’ %verything is bathed 1n pale bjuel’ ' .
o ' ,// "He}l ‘we re ah\{e," mutteréd.the captam of the downed Ag non',
f / "but the engane s noth1ng but steHar scrap "Nhere S the b1o]o.gist Bower,
N he thought "M]ght as, weH begin c)ass1fy1ng the hfe here--1f there is any.'
L o Two years 1ater when the rescue smp ffnaHy arhved from earth they
: . ' 1ocated\.the Agame mndn, pbrfECﬂy \preserved’ But 1ns1de the’ sh1p three mén
L ,-'didn t.move’ eaeh one s,hps. iight]y tin,ted blue Beneath the pen of.b1o-

l.
T 1og1sb BOwer in s1mpje e]eiant scr1pt ,were “the words "It has

>

v these creatures %11, 3€ could say¢ :yom' hfe o ﬁ turning the pag
\ .
. the b1016g1st s Joumal the capta]n of the resCue sh1p relad the following _

’ c1assif‘lcation of the hfé forms fouud on the plgnet Cor1nth1an

ooy - "'Fhese 'creatures I wﬂ‘l caH them Zoks a~H 'havé hard ske]etons,, are

-

‘mueh bigger than human qugs and can’ move about the1r env1ronment Mi bs .
aré a kind of Z’tba\t eat ﬂesh AH. M’1bs «have orange backs and appe‘ar

: " very angular to the: observew They 'Iwe in trees If you happen to 1ook
up and see a b]ue-belhe’d squar‘e creatbre movmg in Tazy swmgs through the

»
’ r

trees beware for th1s‘ is-a Ptf P1fs are A very agresswe category of M1b

=~ Perhaps an everr more dangerous type .of M1b-1$ the Luk. .Luks have pink -

beHys, are rectangu]ar w shape anq can jump qu1ck1y through the twees . o

t

L ’Bdith Pifs and Luks are very agresswe A]ﬂ]}g are deHcious f-’o/d for human
beings. - | ’ -

<

uzs Hve 1n caves. Tuzs haye orange backs, are 1dent1f1ab1e by their

/‘N,

A
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-.of the Tuzs, ne1ther Prams.or Selks,-are ed1ble-by human beings. " ;ﬁ o

. . -~y T oL N .
smoqthfarced contours and eat vegetation; There are contours and eat, .-
R , . . T 1.‘ /
There are two kirds of Tuzs--Prams and Selks: Prams ate

+ N R

vegetation.

: red:pe]]ied round and move across the land 11ghtiy in sk:ps and are very :";

fr1end1y

-

Se)ks are purp1e—be111ed ova]-shaped and Jump from place to ,

. place. They are also fraendly but they are very shy for befng .a Tuz

. Flots are the third type of Zok. - They dre Spiny-backed, live in forests
' N 4 .‘ . ’ ve R "
.and are flgsh-eaters. - A1l Flots avoid,people and are very angular in appear-

ance. Rucs aare one-&ind,of'Flot.' Rucs have striped sides, black bodi€’s

and run gracefully across the grou .?ucs are'edible by people and_have

grdelicate flavor: Nars are the ‘other kfhd of Flot. Nars have. dotted ,

sides, transparent bodies, and waddle slowly amongst the trees. While edible

N 1
1ike "all Flots, Nars are virtually tasteless." . - - .
" The journal-entry closed with: * "My work is now Completed; learn these
‘ creatures well.. You'll be Iiving with them until the\end.af your days. -

Look up fﬁto the pale blue light and remember the lovely red you saw looking

’/down

the subcategories of Zoks for they are your only source of food and of

You have entered a time warp and cannot return Learn the’ Zoks,, and—2

'danger Some can offer you £r1endsh1p, others a battle for’ your life. Take

this test to measuye your Tike]ihood of surV1va1 Ihen.go out into the strange,

blue 11ght of Corinthian--and good luck." N -

Space Biologist William A. Bower . . (
Star Ship Agamemnon _ !

‘None ~ °
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